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1. INTRODUCTION
While cataract surgery is routine, accurately predicting post-surgery visual acuity (BCVA) remains elusive. Conventional single-modal methods often disappoint. Our pioneering 
framework integrates preoperative images and patient demographics for a deeper multimodal understanding. Furthermore, we address incomplete data scenarios with a robust 
masked self-attention mechanism. Our approach outperforms state-of-the-art methods on the collected dataset, achieving a remarkable mean absolute error of 0.122 logMAR, 
with 94.3% of prediction errors within ±0.10 logMAR. 

2. METHOD

Figure 1. Pipeline of the proposed framework. The modality-specific encoders utilize
vanilla multi-head self-attention. In contrast, the multimodal fusion network employs
masked multi-head self-attention.
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3. EVALUATION
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4. CONCLUSION
Our novel framework capitalizes on multimodal data, bolstering BCVA prediction. The 
synergistic combination of textual and image data enhances predictive accuracy. Our 
approach simplifies the handling of incomplete multi-modal datasets, with potential 
applications beyond our domain.
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Our framework (shown in Figure 1) consists of three parts: modality-specific 
encoder, multimodal fusion network, and BCVA prediction head. We use pre-
trained Transformers—ViT for images and CLIP for text. A cross-modal 
Transformer combines features from different modalities with an attentional 
mask for missing data. BCVA prediction is performed using a fully connected (FC) 
layer.

2.2 Text-Encoder
We employ a pre-trained CLIP model as our text encoder. To enhance 
compatibility, physiological data is transformed into standardized sentences. For 
example, "male, 67 years old, preoperative visual acuity 0.52 logMAR" becomes 
"A 67-year-old male patient with preoperative visual acuity of 0.52 logMAR." 
This approach improves data consistency and simplifies semantic information 
extraction for the model. 

Figure 2. An example of the attentional mask. (a) means only SLO is missing; 
(b) represents both OCT and SLO are missing. 

ViT is used as the image encoder. Since  each image in our dataset is associated 
with diagnostic keywords provided by ophthalmologists, we introduce an 
auxiliary classification loss within the image encoder. For each input image, a 
multi-label classification network is integrated after the image encoder to 
predict the diseases present in the image. 

Not all cases provide complete modalities (OCT, SLO, and Ultrasound). 
Representing missing modalities as 0 values can introduce noise to the model. 
To prevent this, we employ attentional masks within vanilla self-attention to 
exclude interactions between missing and available modalities. Note that the 
masked self-attention can be applied to both complete and incomplete 
multimodal fusion.

The proposed method is compared with other approaches on the collected dataset.

Figure 5. Class activation maps (CAM) of different 
OCT samples.

Figure 4 shows that the predicted and 
actual visual acuity means are quite 
close, with substantial overlap in the 
histograms. This suggests that the 
proposed method accurately predicts 
the majority of test samples. With the 
proposed method, the model can pay 
more attention to the most important 
foveal area in the fundus structures as 
shown in Figure 5. 

𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶 = ∑𝑊𝑊𝑖𝑖𝐿𝐿𝐵𝐵𝐵𝐵𝐵𝐵𝑖𝑖

𝐿𝐿 = 𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀 + 𝛼𝛼𝐿𝐿𝐶𝐶𝐶𝐶𝐶𝐶
Here, 𝑊𝑊𝑖𝑖 equals 1 if the i-th modality is available and 0 otherwise, 𝛼𝛼 is a 
hyperparameter set to 0.5, 𝐿𝐿 is training loss of the whole model.

Figure 3. Statistics for the collected dataset. (a) Number of patients, eyes, 
and three image modalities. (b) Number of multimodal or monomodal 
samples. Only one-third of cases have complete multimodal images.

Figure 4. Distribution of 
predictions and labels.
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